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Executive	
  Summary	
  	
  
The goals of knowledge management are typically to improve both the quality of the work of an 
organization and its efficiency. For knowledge management for lessons learned, we suggest an 
approach where lessons learned are concise, contextualized elements abstracted from stories of 
an analytic process. They are rich enough to convey the relevant context but contain no more 
than is needed. To facilitate re-use, the lessons are generalized to convey the broader contexts in 
which they might apply. Social processes including curation would help in tuning lessons and 
provide positive reinforcement. Cognitive analysis of human analysts would provide insights into 
heuristics for lesson use.  
The interactions and dependencies of plan steps could be inferred from AI activity 
representations, with causal connections identified by plan re-use technology. A key problem is 
the appropriate generalization of lessons. Roughly following Tenenbaum [2011], we suggest that 
the combination of abstract knowledge structures for representing activities as used in planning 
and probabilistic networks in the world models could be effective in guiding generalizations. The 
AI technology of plan re-use (e.g. unification) for matching and binding planning variables could 
enable the refinement of lessons from an abstract to an instantiated state. This approach could 
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both enable re-use of lessons learned and potentially provide some of bias-countering advantages 
of structured analytic methods.  
Pulling these ideas together we imagine an analyst at work on a case using a LLKM system. We 
imagine relevant lessons being identified automatically, so that an analyst can tend to them as 
convenient. Analysts would initiate lesson creation, and discuss them with team members or 
experts. There would be a sandbox for testing and validating lessons and a review process for 
checking them over time. A lesson would have both a human-friendly presentation and an 
underlying machine-friendly representation.  The human-friendly form would use appropriate 
visual representations for spatial, temporal and relational data. The machine-readable form 
would be used in automatic processes for generalization, testing, and so on. The lessons would 
be accessible to analysts, curators, and a research team designing and conducting experiments. 
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Diagnosis	
  and	
  Generality	
  in	
  Lessons	
  Learned	
  	
  
The Eureka system [Bobrow & Whalen, 2002] was developed at Xerox to support the customer 
service engineers (CSE’s) who repair the copiers and printers installed at customer sites. Eureka 
supported 20,000 CSE’s world wide, sharing their knowledge about repair as lessons learned 
known as “tips”. Tips were structured as stories -- organized by symptom, cause, test, and action 
-- and submitted by the CSE’s to be curated for clarity and generality by expert field engineers. 
Tips covered actions that a CSE might need to do to solve a “problem” at a customer site, 
including tricky diagnoses, workarounds, ways of doing a job easier, and other bits of practical 
knowledge. A CSE would typically engage Eureka when he was stuck on a problem. He used a 
search engine to find relevant tips. Xerox saved money from improved efficiency in copier 
service because Eureka helped technicians to apply their collective experience. 

Lessons	
  as	
  Stories	
  
The practice of conveying lessons learned as stories is widespread in many settings, including 
intelligence analysis. The narrative structure of stories conveys information about what is 
important and what is unusual. A well-organized story explains how events unfold over time and 
space and arranges the narrative to convey an understanding of cause and effect. As a genre, 
intelligence stories have two levels: a world level and an analysis level. The world level 
describes happenings in the world. There are actors – leaders, military personnel, organizations, 
and so on. Actors take actions and have goals or intentions. Events happen and information about 
them becomes available over time. The analysis level holds a story about steps in intelligence 
analysis. Its actors are people in the intelligence community. Their actions include collecting 
data about world events, interpreting events, forming hypotheses, assessing possible actions and 
risks, imputing goals for actors, and other elements of the intelligence activity. 
There is value in extracting lessons from an 
intelligence case when the analysis was difficult 
(“tricky diagnosis”) and also when there was a 
notable or expensive intelligence failure. Consider 
the Israeli failed analysis for the 1973 surprise 
attack starting the Yom-Kippur War [Chorev, 
1996], [Shlaim, 1976]. The figure on the right 
summarizes the main elements of the original 
analysis. The Israeli Defense Force (IDF) depended 
on early warning (48 hours) to mobilize its reserve 
forces. Israeli intelligence assumed that Egypt would not attack because it was incapable of 
military victory, that Egypt’s military maneuvers were just practice again, and that Egypt was not 
ready politically. The political analysis was that Sadat continued to make threats – saying he 
would go to war in 1971 but did not. Israel believed that it had military superiority, that Sadat 

had expelled Soviet advisors, and that the Arab 
leadership was too divided to go to war. It was 
assumed that the Egyptian political goal was total 
defeat of Israel.  
Red coloring in the figure on the left shows wrong 
hypotheses and yellow shows misleading ones. The 
challenge in learning intelligence lessons is to create 
analytic practices that improve performance for 
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present and future situations. What lessons should be drawn from the case? 

Diagnosis	
  and	
  Actions	
  
In an intelligence failure, diagnosis is about 
understanding why analysis failed. This requires 
identifying the influences, causes, and effects at the 
analytic level. In the Yom Kippur case, there were 
multiple points of failures. The table on the right 
summarizes some of these points in terms of two belief 
sets representing (1) what the mainstream analysis 

concluded before the attack and (2) a post hoc analysis 
with revised beliefs after the attack. Judging that 
Israel’s military superiority makes an Arab attack for 
defeating Israel foolish, Israeli intelligence failed to 
assess the possibility that Sadat would start a war of 
limited objectives. 
What actions could have been taken? The tabular 
“surprise schema” on the left suggests actions that 
could be taken in the course of analysis to reduce the 
risk of a surprise attack. Each row of the table 

corresponds to a category of actions at the analysis level that would probe deeper into 
assumptions about enemy goals, capabilities, and readiness. The detailed actions would need to 
be adjusted for a situation.	
  

Generality	
  and	
  Refinement	
  
A key issue for getting value from lessons learned is to 
understand when to apply them. In the Eureka system, 
lessons are sought out and applied by CSE’s when they 
get stuck. Intelligence analysis generally is more 
ongoing and less episodic. Incoming world information 
could signal the relevance of a lesson at any time and 
lessons might apply at any part of an analytic process 
suggested by the figure on the right. Furthermore, the 
description of world events is more open-ended than the 
world of copiers and printers. Generality is the central 
issue in deciding when and where lessons might apply.	
  
In what later situations would a lesson from the Yom Kippur case apply? In a too narrow 
characterization, the new situation would involve Israel, Egypt, and Syria where there is a build 
up of Egyptian forces to invade Israel. In a too general characterization, a lesson should be 
considered any time an enemy threatens an attack. The right points for lesson use fall somewhere 
between these extremes. The “surprise schema” table above can productively act as a set of 
suggestions for actions to be considered at relevant points of analysis, where the specific 
planning and detailed actions need to be tailored to the situation.  
The representations and logic of plan monitoring and the research logic of challenges seem well-
suited to adapting high-level abstract plans to appropriate actions in specific situations [Fritz, 
2009], [Stefik, 1980]. These representations capture both the narrative structure and causality of 
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stories and formal representations of abstraction. Addressing the challenges of machine learning, 
Tenenbaum [Tenenbaum, 2011] asks “How do human minds make inferences that go beyond the 
data available” and “How does the mind get so much from so little?” This is the problem of 
generalization. Some other source must provide the information. Tenenbaum suggests that the 
information comes from organized structures of abstract knowledge. At root this is the core 
problem of creating and retrieving lessons learned. AI representations of activities from planning 
research would provide a capable framework for exploring generalization and use of lessons 
learned in intelligence activities. Fritz’s dissertation [Fritz, 2009] describes techniques for 
automatically identifying the rationale for a planning decision and variations on strategies that 
take into account uncertainties, and costs constraints.  

The figure on the left sketches 
the rough idea. At the world 
level, the model includes 
concept hierarchies, plans and 
abstract plans (“attack plans”) 
with links to temporal and 
spatial data about unfolding 
events. The analysis level holds 
plans for analysis (“assessing 
enemy readiness”). The figure 
shows a link from an analytic 
step for assessing readiness to a 
world step to check an 
observation. Observations of 

the military “practice” exercises might have revealed technology changes that gave the Egyptians 
surprising advantages at the early stages of the war, specifically the use of RPG-7 rockets, RPG-
43 grenades, and a novel use of high-pressure water canons to breach sand walls to undermine 
Israeli defenses using water from the Suez canal.  

Neurocognitive	
  Models	
  to	
  Improve	
  LLKM	
  
In the ongoing fog of uncertainty of intelligence situations, intelligence organizations rely on 
teams of analysts under time pressure to interpret events and to forecast likely outcomes. “They 
are hobbled by cognitive biases [Heuer, 1999], [Grabo, 2002], [Jervis, 2010] and exhibit analytic 
pathologies [Cooper, 2005]. Neurocognitive models have been developed to advance our 
understanding of the details of human thinking and performance involved in analytic sense 
making tasks [Lebiere et al., 2013]. These neurocognitive models combine symbolic processes 
(e.g., involving representations of the world, agents and their plans, etc.) and subsymbolic 
processes (e.g., associative learning; reinforcement learning; categorization; etc.). These models 
provide detailed explanations of the time-course of sense making processes, causal and 
counterfactual reasoning, individual variations in strategy and knowledge, as well as the sources 
of well-known heuristics and biases such as anchoring-and-adjustment heuristics, confirmation 
bias, probability matching, and representativeness heuristics. We propose that these recent 
advances in computational neurocognitive modeling can provide a foundation for novel 
approaches to improve the accuracy and efficacy of lesson-learned analyses, and improve the 
encoding and use of lessons learned knowledge. Cognitive models can be used to predict degree 
of surprise and unexpectedness of a case (beyond simply failure, which may have many reasons) 



	
   7	
  

and help guide which lessons would have the most impact on future analyses. They provide 
quantitative predictions as to how the structure of the analytic process and analyst knowledge 
impact performance in terms of speed and quality of decisions taken by both individuals and 
teams of analysts.  
In general, these neurocognitive models simulate human performance and biases as an 
interaction of three interdependent factors: the structure of the analytic task+information 
environment, the mechanisms and limitations of cognitive processes, and the strategies on how 
to apply the latter to the former. The models predict how people will shape their performance 
and biases given their strategies+knowledge and the task+information environment. The models 
also predict how variations in the task+information environment (e.g., variations in knowledge 
management system designs) can improve performance and biases. Neurocognitive models of 
analytic sense making address how people induce mental models, recall and fit those mental 
models to data, adjust the mental models, make information foraging decisions, and update their 
strength of beliefs in hypotheses. The neurocognitive models explain how lack of feedback on 
ongoing analytic processes can lead to biases and thus provide insights and constraints on how 
lessons-learned knowledge might improve those biases. The models show how human working- 
and long-term memory, attentional focus, and pattern matching provide powerful mechanisms 
that perform nearly optimal in many circumstances, and the circumstances in which they fail. 
Neurocognitive models can be developed to predict how variations in strategy (e.g., Structured 
Analytic Techniques) and knowledge (expertise) can counteract these limitations and be tailored 
to individual differences in ability or background. 
In other research, cognitive models have been used as a kind of automated agent to perform 
analyses. In the DARPA ACIP program [Wray et al., 2007], cognitive models were developed to 
automatically assemble filtered information streams into argument structures called Wigmorean 
trees. The cognitive models used a hybrid architecture that included aspects of massively parallel 
process for filtering and organizing information, recognizing patterns in data based on expertise 
and deliberate sequential (possibly counterfactual) reasoning processes. 
Also relevant to lessons learned knowledge management system design are cognitive models of 
information seeking based on Information Foraging Theory [Pirolli, 2007]. These models are 
capable of predicting user search and navigation patterns as well as induce information needs 
from information seeking behavior. The models have been applied to predict and improve 
designs in a wide variety of domains including information retrieval, information visualization, 
software maintenance, and requirements analysis [e.g., Lawrance et al. 2010; Niu et al., 2013]. 
By analogy to previous successes in human-information interaction [Pirolli, 1999], we propose 
that these neurocognitive models provide a foundation for  

(a) Cognitive engineering of improved lessons-learned analytic methods and 
representations, and improved KM user interaction techniques that maximize accurate 
and efficient knowledge gains from past cases by using a neurocognitive sense making 
model to predict the impact of design alternatives on user learning and performance. 

(b) User-modeling and context-modeling approaches that provide individualized 
adaptive support. As for Intelligent Tutoring Systems and User Adapted Interaction 
systems, a model of the individual analyst can be used to select in real time the specific 
lessons to be learned that would have an optimal effect on the analyst’s decision making. 

(c) Psychologically realistic artificial agents capable of representing diverse strategies, 
knowledge, heuristics, and biases, and counterfactual reasoning. Diverse cognitive 
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models and counterfactual reasoning to generate a diverse set of learning material and 
provide opposing viewpoints in analysis. 

Knowledge	
  Management	
  for	
  Learning	
  Intelligence	
  Lessons	
  
The goals of knowledge management are typically to improve both the quality of the work of an 
organization and its efficiency. We suggest an approach where lessons learned are concise, 
contextualized elements abstracted from stories from an analytic process. They are rich enough 
to convey the relevant context but contain no more than is needed. To facilitate re-use, the 
lessons are generalized to convey the broader contexts in which they might apply. Social 
processes including curation would help in tuning lessons and provide positive reinforcement. 
Cognitive analysis of human analysts would provide insights into heuristics for lesson use.  
We also suggest various technologies and representations as candidates for the approach. The 
interactions and dependencies of plan steps could be inferred from the structure of plans, with 
causal connections identified by plan re-use technology [Fritz, 2009]. A key problem is the 
appropriate generalization of lessons. Roughly following Tenenbaum [2011], we suggest that the 
combination of abstract knowledge structures for representing activities as used in planning and 
probabilistic networks in the world models could be effective in guiding generalizations. Lessons 
as plan elements would be retrieved and refined for reuse in new situations. The AI technology 
of plan re-use (e.g. unification) for matching and binding planning variables could enable the 
refinement of lessons from an abstract to an instantiated state.  
We believe that our approach could both enable re-use of lessons learned and potentially provide 
the bias-countering advantages of structured analytic methods. Because many of the published 
structured analytic techniques are manual, they are often seen by analysts under time pressure as 
extra work. We suggest that any approach for managing lessons learned must be experienced by 
its users as advantageous, preferably reducing the cost structure of sense making [Russell, 1993] 
while reducing biases and otherwise improving analysis. Our vision for the future of intelligence 
is that the future of knowledge management for lessons learned can achieve this goal when it 
takes on more of the concepts and approaches discussed above, enabled by both KM research 
and modern machine learning tools. 
Pulling these ideas together we imagine an analyst at work on a case using a LLKM system. In 
contrast with Eureka where lessons are presented only when analysts search for them, we 
imagine relevant lessons being identified automatically, so that an analyst can tend to them as 
convenient. Analysts would initiate lesson creation, and discuss them with team members or 
experts. There would be a sandbox for testing and validating lessons and a review process for 
checking them over time. A lesson would have both human-friendly presentation and an 
underlying machine-friendly representation.  The human-friendly form would use appropriate 
visual representations for spatial, temporal and relational data. The machine-readable form 
would be used in automatic processes for generalization, testing, and so on. The lessons would 
be accessible to analysts, curators, and a research team designing and conducting experiments 
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